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1 Introduction

The equivalence checking problem consists in verifying that a system (e.g., a
protocol) matches its abstract specification (e.g., a service) by comparing their
Labeled Transition Systems (Ltss) modulo a given equivalence relation. Two
approaches are traditionally used to perform equivalence checking: global verifi-
cation requires to construct the two Ltss before comparison, whereas local (or
on-the-fly) verification allows to explore them incrementally during comparison.
The latter approach is able to detect errors even in prohibitively large systems,
and therefore reveals more effective in combating state explosion.

Existing on-the-fly equivalence checking algorithms (see [2] for a survey) ex-
plore the synchronous product of the two Ltss in a forward manner, until either
a wrong execution pattern (counterexample) is encountered, or the product is
entirely explored (the Ltss are equivalent). Despite their usefulness, only a few
implementations of these algorithms are available, most of them being targeted
to specific input languages and/or equivalence relations. This is the case for
Aldébaran [4], whose efficient on-the-fly algorithms [3] only handle networks
of communicating automata, being difficult to adapt to other description lan-
guages, such as process algebras. In this context, a more generic technology
is desirable in order to reduce the development effort, handle new equivalence
relations easily, and achieve a maximal reuse of existing algorithms.

In this paper, we present Bisimulator, an efficient on-the-fly equivalence
checker with a highly modular architecture, developed within the Cadp veri-
fication toolbox [6]. The front-end of the tool encodes five widely-used equiv-
alence relations in terms of Boolean Equation Systems (Bess) by using the
Open/Cæsar [5] and Bcg environments of Cadp, which provide powerful Lts
exploration primitives. This makes Bisimulator language-independent, the tool
being directly available for any description language equipped with a compiler
able to produce Ltss compliant with the Open/Cæsar interface. The back-end
of the tool carries out the verification by means of the generic Cæsar Solve [9]
library of Cadp, dedicated to (both sequential and distributed) on-the-fly Bes
resolution and diagnostic generation. This architecture clearly separates the im-
plementation of equivalence relations and the verification engine, which can
therefore be extended and optimized independently.



2 Tool Architecture

Bisimulator (see below) takes as inputs two Ltss 〈Qi, Ai, Ti, q0i〉 (i ∈ {1, 2}),
where Qi are the sets of states, Ai the sets of actions, Ti ⊆ Qi × Ai × Qi the
transition relations, and q0i ∈ Qi the initial states. The first Lts is represented
implicitly (by its successor function) as an Open/Cæsar program obtained by
translating a system description, and the second one is represented explicitly
(by its list of transitions) as a Bcg file1. Bisimulator (12, 000 lines of C code)
consists of several modules, each one containing the Bes translation and the di-
agnostic generation for a particular equivalence relation (strong, branching, ob-
servational, τ∗.a, safety). Bess are derived directly from the definitions of equiv-
alence relations; for instance, strong equivalence is translated into the greatest
fixed point Bes {Xp,q
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Bess are handled internally by the Cæsar Solve library as boolean

graphs [1], which give an intuitive view of the dependencies between variables
and facilitate the development of resolution algorithms. Boolean graphs are
represented implicitly by their successor function, in the same way as Ltss
in Open/Cæsar. The library offers several on-the-fly resolution algorithms,

1 This asymmetry, due to the current architecture of Open/Cæsar, which does not
allow to explore several Ltss on-the-fly, is likely to disappear in a future version.



based on different search strategies of boolean graphs: breadth-first, which pro-
duces small-depth diagnostics, and depth-first, with memory-efficient variants
for acyclic or disjunctive/conjunctive boolean graphs (these kinds of graphs are
obtained, e.g., by encoding comparison modulo strong equivalence when one Lts
is acyclic or deterministic, respectively) [9]. Diagnostics are provided by the li-
brary as boolean subgraphs, which are subsequently converted by Bisimulator
into counterexamples (directed acyclic graphs containing transition sequences
that can be executed simultaneously in the two Ltss and lead to non equivalent
states) represented as Bcg files.

Recently, Cæsar Solve has been extended with a distributed on-the-fly
resolution algorithm [8] running on several machines connected by a network.
This allowed to immediately obtain a distributed version of Bisimulator, which
scales up smoothly to larger systems.

3 Performance Measures

We give below some experimental data obtained using various Ltss taken from
the Cadp demo examples and from the Vlts benchmark suite [10].
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The first picture shows a comparison between Bisimulator and Aldébaran
(on-the-fly algorithms) for strong equivalence, based on experiments performed
using 64 Ltss ranging from 3 Kstates and 6 Ktransitions to 3.8 Mstates and
11 Mtransitions, on a Pc with 2.2 GHz and 1 Gbyte of memory. Each experi-
ment consisted in checking that an Lts is equivalent with its minimized version
modulo strong equivalence, which is a worst-case situation for on-the-fly algo-
rithms, since both Ltss must be explored entirely. Each vertical line on the
picture denotes a mark (between 0 and 20) comparing the speed of the tools
on a given experiment. The mark is computed as follows: 20 if Bisimulator



succeeds and Aldébaran fails; 19 if Bisimulator is more than 5 times faster;
10..19 if Bisimulator is from 1 to 5 times faster; 10 if both tools are equally fast
or they fail; 0..10 in a strictly symmetric way when Bisimulator is slower or
fails. On 31 experiments out of 64, Aldébaran fails because of memory short-
age or too long computation, whereas Bisimulator only fails (together with
Aldébaran) on 4 experiments. On the remaining 33 experiments, the aver-
age time/memory are 11.8 sec./32.5 Mbytes for Bisimulator, and 20.5 sec./99
Mbytes for Aldébaran.

The second picture shows the speedup of the distributed version of Bisimulator
w.r.t. the sequential one (breadth-first search algorithm) for strong equivalence,
based on experiments performed using 12 Ltss ranging from 65 Kstates and
2.6 Mtransitions to 8 Mstates and 42.9 Mtransitions, on a Pc cluster composed
of 20 nodes with 2.4 GHz and 1.5 Gbytes of memory. Each experiment consisted
in comparing an Lts with its minimized version. Speedup ranges uniformly from
low – still better than sequential – to almost optimal, and increases with Lts
size (e.g., the experiment vasy 157 297, involving an Lts with 157 Kstates and
297 Ktransitions, is handled 16 times faster than the sequential version by the
distributed version using 20 machines). Similar behaviours are observed for weak
equivalences; additional experimental data showing low memory overhead and
good scalability of distributed Bisimulator is available in [8].

4 Conclusion and Future Work

The development of an on-the-fly equivalence checker “from scratch” is a com-
plex and costly task. The modular architecture adopted for Bisimulator aims
at making this process easier, by using the well-established verification frame-
work of Bess, together with the generic libraries for Lts exploration and Bes



resolution provided by Cadp. This tool architecture reduces the effort of imple-
menting a new equivalence relation to its strict minimum: encoding the mathe-
matical definition of the equivalence as a Bes, and interpreting the counterex-
amples. Another advantage of our approach over previous dedicated on-the-fly
equivalence checking algorithms [3] is that particular cases suitable for optimiza-
tion can be handled more elegantly and precisely using the Bes representation.
For instance, in Bisimulator the encodings of equivalence relations exploit the
determinism w.r.t. a given action and the absence of τ -transitions locally (i.e.,
on each state encountered during verification) to reduce the size of boolean equa-
tions, whereas in [3] the condition for applying the optimized algorithm handling
the “deterministic case” is global (i.e., it involves all states of one Lts).

We plan to continue our work by extending Bisimulator with other equiv-
alence relations (e.g., trace equivalence and its weak variant, Markovian bisim-
ulation [7], etc.) and by studying new strategies for (sequential and distributed)
on-the-fly Bes resolution.
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